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Abstract—Text classification is one of the fundamental prob-
lems in the domain of Natural Language Processing. It has wide
applications like spam detection, sentiment analysis, recommen-
dation systems, etc. The goal of this project is to address one
such problem called News Classification with classical Machine-
learning and Deep-learning based approaches using the dataset
of AG NEWS [1] [2]. This work involves baseline approaches like
Multinomial Naive Bayes, Logistic Regession and deep-learning
based approaches likes LSTM and Bi-LSTM.

Index Terms—AG News, Naive Bayes, Logistic Regression,
LSTM, Bi-Directional LSTM.

I. INTRODUCTION

Text Classification includes a set of problems that involves
labeling text sequences with predefined labels. Some common
problems in this area are Sentiment Analysis, Text Reviews,
Recommendation Systems, etc. News Classification is one
such common problem in this area. It involves categoriz-
ing news articles into predefined labels called topics. This
might seem like a simple classification problem but given
the complex semantics of natural languages and the difficulty
of extracting semantic features, it is quite often challenging
to achieve good classification results. It involves many pre-
processing steps to convert unstructured data to structured
information.

News information was not readily and easily available on
the Internet until the beginning of the last decade. But with
the exponential growth of netizens and online news media, the
number of news events generating in a unit amount of time
has grown very rapidly since then. This resulted in an increase
in the need for developing algorithms for news classification
as it is a tedious task to do it manually. With such algorithms,
users can navigate and access news of their topic of interest
in real-time without diving into each random news article. A
major problem of news classification is that an article might
fall into more than one category or a completely new category.
Although humans could do this task more accurately it is
almost impossible to manually tag thousands of news articles
in real time.

In this project, I have explored various machine-learning and
deep-learning-based classification approaches with the goal of
developing a model that can best classify a given news article
into one of the four predefined news categories - World, Sports,
Business and Science & Technology. For this problem, I have
used AG NEWS [1] [2] dataset.
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II. BACKGROUND

With the advanced in Deep Learning in parallel with com-
puting machines, approaches like Recurrent Neural Networks,
Long Short Term Memory and the latest Transformer based
methods have been a huge success. One such Transformer
based model called XLNet [4] has so been the best model
on this dataset with an accuracy of 95.55%. The next based
model is BERT-ITPT-FiT [5] heavily inspired and fine-tuned
from the BERT model with an accuracy score of 95.2%.

III. APPROACH

A. Dataset

The AG NEWS dataset [1] is a sub-dataset of AG’s corpus
of news articles constructed by assembling titles and descrip-
tion fields of articles from the 4 largest classes (“World”,
“Sports”, “Business”, “Sci/Tech”) of AG’s Corpus [2]. It
contains 30,000 training and 1,900 test samples per class. Each
training sample contains a label, news title, and description.
For all samples, the title and description are concatenated.

Then the test dataset is further split into validation and
testing sets with stratified random sampling to ensure the
classes are balanced in all of the training, validation, and test
sets.

B. Pre-processing

• In Exploratory Data Analysis(EDA), word-clouds are
plotted for each label in the train set to get an overview
of the most frequent words. Many HTML tags like ”p”,
”href”, etc. are identified. These words are removed.

• Currency and monetary symbols are converted into re-
spective word tokens. E.g. $ to ”dollar”, % to ”percent-
age”, etc.

• Contractions like ”won’t”, ”I’m”, etc. are expanded to
”will not”, ”I am” etc.

• The common stop-words and irregular words like ”href”,
”p”, etc. which are identified in the word clouds are
removed.

• Punctuation, numbers are removed and converted into
tokens with ” ” as a delimiter.

• Finally Lemmatization is done using ‘WordNetLemma-
tizer()‘

• The same set of pre-processing steps are applied to the
Validation and Test sets.



C. Vector Embeddings

• For the machine-learning based models like Multinomial
Naive Bayes and Logistic Regression, vector embeddings
of size 2000 are generated using tf-idf model with a
vocabulary size of 2000.

• For the deep-learning based models like LSTM and Bi-
LSTM, vector embeddings of size 200 are generated with
a vocabulary size of 10,000 and 50,000. Each sample is
padded with zeros to transform into a fixed embedding
size of 200.

D. Loss Function

Cross Entropy Loss is used for multi-class classification.

Lcrossentropy(y, p) = −(y log(p) + (1− y) log(1− p))

E. Evaluation Metrics

I choose to use Accuracy as a performance measure because,
the classes are balanced in Train, Validation, and Test sets.

Accuracy(y, ŷ) =
1

nsamples

nsamples−1∑
i=0

1(ŷi = yi)

IV. MODELS

A. Multinomial Naive Bayes

As a baseline model, the Multinomial Naive Bayes model
with a Laplace smoothing of 1.0 is trained on the Train set
with embeddings size 2000.

B. Logistic Regression

Then, a Logistic Regression model with L2 regularization
and ‘newton-cg‘ solver is trained on the Train set with em-
beddings of size 2000.

Fig. 1. Logistic Regression

C. LSTM

The LSTM architecture consists of one Embedding layer
with an input size of 50,000 (vocabulary size) and a hidden
dimension of 128. It is followed by an LSTM layer and 3 fully-
connected dense layers. The first two fully-connected layers
have an activation function of ReLU followed by a drop-out
of 0.25.

D. Bi-LSTM

The Bi-LSTM’s architecture consists of one Embedding
layer with an input size of 50,000 (vocabulary size) and a
hidden dimension of 128. It is followed by two bi-directional
LSTM layers and 3 fully-connected dense layers. The first two
fully-connected layers have an activation function of ReLU
followed by a drop-out of 0.25.

Fig. 2. LSTM

Fig. 3. Bi-LSTM

V. RESULTS

A. Mulitnomial Naive Bayes

The Naive Bayes model gave an average Training Accuracy
of 88% and an average Testing Accuracy of 87%.

Fig. 4. Naive Bayes - Train set

Fig. 5. Naive Bayes - Test set



Fig. 6. Naive Bayes - Confusion Matrix

B. Logistic Regression

The Logistic Regression model gave an average Training
Accuracy of 90% and an average Testing Accuracy of 89%.

Fig. 7. Logistic Regression - Train set

C. LSTM

Optimizers like Stochastic Gradient Descent, Adam, and
RMSProp were used with ReduceLROnPlateau Learning-rate
scheduler. The best performance of 91.44% Test Accuracy is
obtained with Adam and Nesterov momentum.

D. Bi-LSTM

Adam and RMSProp optimizers were used with ReduceL-
ROnPlateau Learning-rate scheduler. The best performance of
92.34% Test Accuracy is obtained with Adam and Nesterov
momentum.

Fig. 8. Logistic Regression - Test set

Fig. 9. Logistic Regression - Confusion Matrix

VI. CONCLUSION

Deep Learning based approaches performed much better
than classical machine learning approaches like Multinomial
Naive Bayes and Logistic Regression even without the data
cleaning pre-processing steps. Adam with Nesterov momen-
tum optimizer gave the best performance of 92.34% Test
Accuracy.

The next steps could be
• To use Word-2-Vec, Glove, FastText for embeddings.
• To apply Transfer Learning with the latest transformer-

based models like Bert.
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